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Introduction

Many models of subsurface flow have been written.  Most of the principles are well-known and within the grasp of many graduate students.  The trick is not just to write a model, but to demonstrate that it can be calibrated with and validated against real and often noisy data from the field and laboratory.  

Even for a 1-D model, this is not a trivial problem.  The field data in this example (Scott, et al., 1995) consist of five depths of tensiometer readings, at 30, 60, 90, 120 and 200 cm, replicated twice in six plots.  Twice the standard deviations of the 12 readings at each depth is often the same magnitude as the means.  This makes for a very noisy data set that is difficult to model precisely.  Also, the data is very sparse in time.  Whereas a tensiometer may respond very quickly to rain or even clouds, the data was taken manually once every few days.  There was a conscious decision at the time to restrict the data to those easiest for farmers or other investigators to acquire cheaply, and demonstrate that a practical model could be made using a limited data set.  In retrospect, it may have been better to take more data and then determine which could be thrown out with little penalty.  

As noted in the companion document, Soil Data Fitting (Scott and Baker, 2000), the laboratory and field measurements of saturation and unsaturated hydraulic conductivity (Thiesse, 1984) are difficult to re-interpret long after the fact.  It seems that they may not fully describe the entire range of the field tensiometer readings, so as to provide perfectly clear indications of the parameters and forms of the unsaturated soil hydraulic relations.  In particular, more measurements of saturation in the lower and higher matric suction ranges would have been useful.  Laboratory measurements of the unsaturated conductivity would have supplemented the somewhat limited dynamic range of the field measurements.  And soil water content sensors, which were not very affordable at the time, would have helped to confirm the soil hydraulic relations more completely with field data.

Unlike an intensive column experiment, one can expect that this kind of sparse and noisy field data set will require many more field measurement days to be used in the model to establish estimates of the soil hydraulic relation parameters.  It seems that a full growing season (262 days in 1990, 225 days in 1991) is necessary to establish any reasonable calibration.  This puts a heavy burden on computing resources and techniques.  

It does not seem possible, even with a fast workstation, to calibrate more than one set of saturation and conductivity parameters for the entire soil column in a reasonable amount of time.  Therefore, an approach has been adopted that limits the number of parameters to be determined. Each soil hydraulic relation parameter is described by a piece-wise linear curve throughout the soil profile. The soil property measurements are assumed to be internally consistent, such that entire profile curve for a parameter is adjusted by only one or two multiplicative factors.  

Thus any errors in the initial parameter estimates by lab and field measurements are assumed to be systematic over the entire soil column.  For one multiplicative factor per parameter, the entire curve is multiplied by that factor.  For example, the curve of saturated conductivity with depth, sc(z), may be adjusted by a ratio factor, scr, such that the new curve is scr*sc(z).  For two factors, one at the top, scru, and one at the bottom, or lower boundary condition, scrl, the warping equation for the parameter curve can be either linear [1] or quadratic [2], such that the new curve runs from scru*sc(0) at the top of the column to scrl*sc(zl) at the bottom.  In this manner, the original field and laboratory measurements are used, while limiting the number of parameters that must be determined.
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where i = 0 to n+1,  vertical grid index, z = vertical depth (cm, positive downwards), zl = total depth of modeled soil column (cm), z(0) = 0, z(n+1) = zl, scru = multiplying factor at the surface z(0), scrl = multiplying factor at the lower boundary condition z(n+1), sc(i)-measured = field-determined profile of saturated conductivity (cm/h) and sc(i)-adjusted = the corrected profile of saturated conductivity for calibration purposes.
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There are undoubtedly other approaches to calibrating the model that are equally valid, but this is the one that will be tried here, because it seems to give the best chance for a solution with the computational facilities at hand.

The Field Experimental Setup

This model is related to a field experiment performed at the Arkansas Agricultural Research and Extension Center, Fayetteville, AR, in 1990 and 1991.  The file, fld1947.pdf, contains images of pages 3-7 of Scott, et al., (1995), describing the experimental setup.  Briefly, there were six field test plots of 115.5 m2 each, with one runoff collector and two sets of soil profile instrumentation per plot.  Each set of soil profile instrumentation had tensiometers at 30, 60, 90, 120 and 200 cm depths, temperature sensors at 10.16 and 30.48 cm depths, electrical resistance "water content" sensors at 10.16 and 30.48 cm depths, and a porous ceramic solution extraction device at 200 cm depth.  

Figures 1, 2 and 3 are reproduced from Scott, et al. (1995).  Figure 1 shows the concept of the broiler litter transport and transformation process that the experiment was intended to demonstrate.  Figure 2 shows the rough plan layout of the experimental plots and instrument positions.  Figure 3 is a rough 3-D plan of a representative plot.  Figure 4 is a photo of plots in the field.  













Figure 4: Five of the six field plots.  The two sets of white tubes are access tubes and tensiometers.  The low grey sheds are the runoff samplers.

File farmap02.pdf is a map of the University of Arkansas Ag Farm (Research and Extension Center).  Figure 5 is a section of this map, showing the plot location as a small yellow triangle, field B8A, near the center.  This is one of the highest spots in that field.  The large green triangle on the bottom is the Agri Park to the right (east) of Garland Avenue.  The main entrance into the farm to get to the field is shown as a red line to the right of Garland Avenue above the park.




Figure 5: Map of the University of Arkansas Ag Farm.  North is upwards.  The green triangle at the bottom is the Agri Park, to the left of Garland Avenue.  The red line above it is the main entrance to the east half of the Ag Farm, where the experimental field site for Scott, et al. (1995), is denoted by a yellow triangle.

Field and Weather Data Sets

The data sets for the initial soil hydraulic conductivity relations and parameters are discussed in the companion document, Soil Data Fitting.  This section presents the field and weather data sets used for the experiment (Scott, et al., 1995).  Most of the files discussed here are either DOS ASCII text files or such files compressed to zip format.

The file, fld1-90.zip, contains the zip-compressed file, fld1-90.dat, the raw field data collected in 1990 for plots 1 to 6 in field one of experiment in Scott, et al. (1995).  The compressed file, fld1-91.zip, contains similar data for 1991.  Both *.dat files contain 9 ACSII text columns, well separated by spaces.  The first column is the plot number (1 to 6).  The second is the replicate instrument set in the plot (A or B).  The third is the depth of the tensiometer reading (30, 60, 90, 120 or 200 cm).  The fourth is the date of the measurement (i.e., 13OCT89).  The fifth is the tensiometer hydraulic pressure reading in centimeters (i.e., -536).  The sixth is the temperature sensor reading (°C) at the 10.16 cm depth.  The seventh is the temperature sensor reading (°C) at the 30.48 cm depth.  The eighth is the "water content" sensor resistance reading (ohms) at the 10.16 cm depth.  The ninth is the "water content" sensor resistance reading at the 30.48 cm depth.  Missing data is replaced with a single decimal point.  When all of the tensiometer readings are present, only one line is used for temperature and resistance sensor readings.  Please note that this data set has flaws, and must be inspected before use.

These files were broken down into several smaller files and transformed by a program, fld1e.bas, to make input files of measured data for the model.  The smaller files are fld1-90d.dat, fld1-90e.dat and fld1-90f.dat, compressed into file fld1-90d.zip, and fld1-91d.dat, fld1-91e.dat and fld1-91f.dat, compressed into fld1-91d.zip.  The data in these files are not entirely the same as in the larger files.  Some has been deleted due to missing measurements.  Note also that there is some overlap in data between the files.

The program, fld1e.bas, reads one of the smaller files and generates data for input to the model.  In this work, it is assumed that it is valid to take the mean of the sensor readings from all the sensors at one depth, say tensiometers at 30 cm, as representative of a 1-D model of infiltration for the entire experiment.  We also assume that all the readings at one depth are normally distributed.  This program takes the available readings to generate the mean and standard deviation of the means of each set at one depth.  

Suppose there are, for example, n readings of tensiometer hydraulic pressure at 30 cm, p1, on a particular measurement date.  Then the program generates mean of the readings, ep1 [3], and the standard deviation of the mean, vp1 [4].  These can be used to generate the z-score for the mean, zp1 [5], to estimate the normally-distributed probability that the sensor reading calculated by the model matches the mean of the true sensor readings.  
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The program, fld1e.bas, generates lines in the output file of the variables myr, mdoy, ep1, vp1, ep2, vp2, ep3, vp3, ep4, vp4, ep5, vp5, et1, vt1, et2, vt2, ew1, vw1, ew2, vw2, egw, vgw.  The variables myr and mdoy are the measurement year (90 or 91) and measurement day of year (1 to 365).  The p-terms denote the mean, ep, and standard deviation of the mean, vp, for all twelve sensors at depths of (1) 30, (2) 60, (3) 90, (4) 120 and (5) 200 cm.  The terms t1 and t2 refer to the temperature sensors at 10.16 and 30.48 cm, respectively.  

The terms w1 and w2 refer to the "water content" resistive sensors at 10.16 and 30.48 cm.  Before the means standard deviations are taken, the resistance sensors are converted to water content by the calibration equations [6a] and [6b].  This kind of sensor was not considered to be very accurate or reliable, and has not been used in this study.
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where r1 = sensor resistance (ohms) at 10.16cm, w1 = water content (cm3/cm3)
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The gw terms refer to the "ground water" gradient, grad [7], the total head gradient between the tensiometer sensors at 120 cm (p4) and 200 cm (p5).  If this quantity is positive, then the flow at the lower boundary tends to be to the ground water below the 200 cm soil column.
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The ASCII text file, outdb6, is the output file of fld1e.bas that covers the field site measurements from 90-78 (day 78 out of 365 of 1990) to 90-340.  The file, outdb5, covers 91-84 to 91-309.  There is a large gap in the data in outdb5, between 90-243 and 90-378, for which there is no explanation.  It may have been lost due to deterioration of the original 5-1/4-inch data diskettes.  Notice that if the standard deviation of the mean is multiplied by the square root of n (usually n = 10 to 12), then the standard deviation of the tensiometer measurements often approaches the magnitude of the mean.

The file, fld1f.zip, contains corrected raw data input files, fld1-90i.dat and fld1-91i.dat, a translation program, fld1f.bas, that collates the raw data into separate files of all 12 sensors of one type on one level, plus the mean value of the readings per day, and the spreadsheet files, oc0200a1.123 and oc0200b1.123, that plot the sensor data.  Figures 6a-i show the sensor data for 1990, for tensiometer soil hydraulic pressure at 30cm (P30), 60 cm (P60), 90 cm (P90), 120 cm (P120), and 200 cm (P200), the temperature sensor data at 10.16 cm (T10) and 30.48 cm (T30), and the "water content" sensor data (corrected from resistance by equations [6a] and [6b]) for 10.16 cm (W10) and 30.48 cm (W30).  Each figure has a thin colored line for the available sensor readings, plus a thick black line with gray dots for the mean of those readings.  Figures 7a-i contain similar data for the year 1991.
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Figure 6a: Tensiometer pressures (cm) at 30 cm depth
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Figure 6b: Tensiometer pressures (cm) at 60 cm depth
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Figure 6c: Tensiometer pressures (cm) at 90 cm depth
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Figure 6d: Tensiometer pressures (cm) at 120 cm depth

[image: image13.emf]100


150


200


250


300





Day of Year 1990


-600


-500


-400


-300


-200


-100


0


100





Pressure (cm)


P200




100 150 200 250 300



Day of Year 1990

-600

-500

-400

-300

-200

-100

0

100



Pressure (cm)

P200



Figure 6e: Tensiometer pressures (cm) at 200 cm depth
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Figure 6f: Temperatures (ºC) at 10.16 cm depth
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Figure 6g: Temperatures (ºC) at 30.48 cm depth
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Figure 6h: "Water contents" at 10.16 cm depth
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Figure 6i: "Water contents" at 30.48 cm depth
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Figure 7a: Tensiometer pressures (cm) at 30 cm depth
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Figure 7b: Tensiometer pressures (cm) at 60 cm depth
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Figure 7c: Tensiometer pressures (cm) at 90 cm depth
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Figure 7d: Tensiometer pressures (cm) at 120 cm depth
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Figure 7e: Tensiometer pressures (cm) at 200 cm depth
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Figure 7f: Temperatures (ºC) at 10.16 cm depth
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Figure 7g: Temperatures (ºC) at 30.48 cm depth
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Figure 7h: "Water contents" at 10.16 cm depth
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Figure 7i: "Water contents" at 30.48 cm depth

Notice the huge variation in time and space in the tensiometer readings compared to the other types of sensors, showing rapid fluctuations over as much as 800 cm of head in some drier parts of the exercise.  This would not seem to be a very reliable method of measurement.  Even if there were spatial trends in the data, indicating that a 2-D or 3-D model would be more appropriate, the computing facilities used for this problem, a 533 MHz DEC-Alpha workstation and a 200 MHz AMD-K2-6 personal computer, were simply not up to that magnitude of task.  One must proceed with the knowledge that it may not be possible to get a reasonable calibration under these conditions.

The file, wthrd3, in the compressed file fayexs.zip, contains formatted weather data for the years 1989-1991 from the Fayetteville Experiment Station on the UAF Ag Farm, about 5/16 mile north of the field site.  The first two columns are the last two digits of the year (89 to 91).  The next three columns are the day of the year (1 to 365).  The next three columns are the daily maximum temperature (°F).  The next three columns are the daily minimum temperature (°F).  The last five columns are the daily rain in thousandths of an inch.  This data is taken daily at about 8 AM for the previous 24 hours.  This file is broken into smaller files to use as the weather data input file, weather.dat, for the model.

The file, fayexs01.txt, in fayexs.zip, contains the same data, courtesy of John M. Grymes III, the Lousiana State Climatologist, with the data in separate columns.  The F headers, on the same line as "Min" or "Max", denote flag columns, where E means an estimate for missing data, and T means trace precipitation.  Figures 8a-b show the min-max temperature (°C) and the precipitation (cm) for 1989.  Figures 9a-b and 10a-b show the same data for the years 1990 and 1991.
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Figure 8a: Daily min (blue) and max (orange) air temperature (°C) for 1989
Figure 8b: Daily precipitation (cm) for 1989
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Figure 9a: Daily min (blue) and max (orange) air temperature (°C) for 1990
Figure 9b: Daily precipitation (cm) for 1990
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Figure 10a: Daily min (blue) and max (orange) air temperature (°C) for 1991
Figure 10b: Daily precipitation (cm) for 1991

These plots are generated in the file, wthrd2.123, also in fayexs.zip.  The cumulative precipitation for all of 1990 comes close to the maximum on record.  But the summer precipitation is still low compared to 1991.  This makes the tensiometer readings for the summer of 1990 significantly lower than for 1991.  

Soil Data Sets

The input file, soils.dat, contains the spatial, thermal, chemical and hydraulic information for the soil column, derived from field and laboratory measurements, or perhaps guesses.  The following gives a description of the line input values and an example used with this version of POULIT.  

line
input

1
dtt, dzz, dzp - user-supplied time step (h), space step (cm), and profile output step (cm)

2
qm, qk, disp - maximum nitrogen uptake rate (ug/(cm-h)) without temperature adjustment, Michaelis constant for root nitrogen uptake (ug/l), solute dispersion coefficient (cm2/h)

3
cl, cn - depth of modeled soil column (cm), NCRS infiltration curve number (dimensionless)

4
zl - depth to water table (cm)

5
dzg, tdg, tl, ztl - height of insulating grass (cm), thermal diffusion coefficient of grass (cm2/h), temperature at constant-temperature boundary (°C), depth to constant-temperature boundary (cm)

6
twrite - time between output file writes (h)

7
nin (i3 integer format + comment) - number of data points for saturated conductivity

8
x(1), ... x(nin) - depth values (cm) of the data points

9
sc(1), ... sc(nin) - soil saturated hydraulic conductivity values (cm/h) cda

10
nin - (i3 format) number of d.p. for the conductivity exponent

11
x(1), ... x(nin) - depth values (cm)

12
bc(1), ... bc(nin) - conductivity exponents (dimensionless)

13
nin - number of saturated porosities

14
x(1), ... x(nin) - depth values (cm)

15
ths(1), ... ths(nin) - saturated porosities (cm3/cm3)

16
nin - number of residual saturations

17
x(1), ... x(nin) - depth values (cm)

18
thr(1), ... thr(nin) - residual saturations (cm3/cm3)

19
nin - number of air entry pressures

20
x(1), ... x(nin) - depth values (cm)

21
at(1), ... at(nin) - air entry suction pressures (cm, positive values)

22
nin - number of vn values

23
x(1), ... x(nin) - depth values (cm)

24
vn(1), ... vn(nin) - water content curve-fitting parameter (dimensionless)

25
nin - number of bulk densities

26
x(1), ... x(nin) - depth values (cm)

27
rob(1), ... rob(nin) - soil bulk density (g/cm3)

28
nin - number of ammonium distribution coefficients

29
x(1), ... x(nin) - depth values (cm)

30      rex(1), ... rex(nin) - ammonium distribution coefficient (cm3/g)

31
nin - number of nitrification rates

32
x(1), ... x(nin) - depth values (cm)

33
rnt(1), ... rnt(nin) - nitrification rate (1/h)

34
nin - number of denitrification rates

35
x(1), ... x(nin) - depth values (cm)

36
rdn(1), ... rdn(nin) - denitrification rate (1/h)

example:

1.0d0 2.00d0 4.0d0

0.001d0 1.0d0 2.5d0

199.d0 75.5

201.0d0 -40.92d0 0.5d0

5.0d0 3.33d0 15.0d0 201.0d0

24.d0

 10               saturated conductivity, sc

0.d0 7.5d0 22.5d0 37.5d0 53.d0 68.5d0 83.5d0 98.5d0 114.d0 201.d0

0.981449d0 0.981449d0 9.471687d0 33.21478d0 14.04976d0 4.800152d0

1.221511d0 0.343537d0 0.241804d0 0.241804d0 

 17               conductivity exponent, bc

0.d0 10.d0 20.d0 30.d0 40.d0 50.d0 60.d0 70.d0 80.d0 90.d0 100.d0 

110.d0 120.d0 130.d0 140.d0 160.d0 201.d0

1.746d0 1.662d0 1.634d0 1.587d0 1.512d0 1.355d0 1.156d0 0.971d0 

0.807d0 0.711d0 0.660d0 0.640d0 0.652d0 0.789d0 0.893d0 0.924d0

0.930d0

 11               saturated porosity, ths

0.d0 15.d0 30.d0 45.d0 61.d0 76.d0 91.d0 106.d0 122.d0 137.d0 201.d0

.537d0 .479d0 .461d0 .462d0 .449d0 .447d0 .458d0 .434d0 .422d0 .465d0

.465d0

  2               residual porosity, thr

0.d0 201.d0

0.0d0 0.0d0 

 11               air entry pressure, at

0.d0 15.d0 30.d0 45.d0 61.d0 76.d0 91.d0 106.d0 122.d0 137.d0 201.d0

20.563d0 11.4081d0 3.4968d0 2.7316d0 2.4079d0 1.6668d0

1.4599d0 1.8074d0 2.618d0 3.9693d0 3.9693d0 

 11               log n-exponent, vn

0.d0 15.d0 30.d0 45.d0 61.d0 76.d0 91.d0 106.d0 122.d0 137.d0 201.d0

0.071067d0 0.056512d0 0.041388d0 0.03725d0 0.028916d0 0.024722d0

0.023469d0 0.019503d0 0.019363d0 0.027913d0 0.027913d0 

 11               bulk density, rob

0.d0 15.d0 30.d0 45.d0 61.d0 76.d0 91.d0 106.d0 122.d0 137.d0 201.d0

1.28d0 1.38d0 1.38d0 1.44d0 1.52d0 1.51d0 1.48d0 1.53d0 1.5d0 1.39d0

1.39d0

  4               ammonium dist. coef., rex

0.d0 45.d0 45.1d0 201.d0

.15d0 .15d0 .25d0 .25d0

  4               nitrification rate, rnt

0.d0 15.d0 15.1d0 201.d0

.02d0 .02d0 .001d0 .001d0

  2               denitrification rate, rdn

0.d0 201.d0

.01d0 .01d0

The input file, sinit.dat, contains the initial conditions of the soil column.  In earlier versions, it contained the initial pressure head distribution, but in this version, this data is taken from the tensiometer readings from the first input from the field measurements file, outday.dat.  The mean of tensiometer readings at the 30 cm depth is considered to be the initial pressure at the soil surface, and the initial pressure profile is linearly interpolated between that and the remaining mean measured readings.  The line format of the file follows, along with an example used with this version of POULIT:

line
data

1 comment line

2 comment line

3 comment line

4 comment line

5 comment line

6 comment line

7 comment line

8 blank line

9 nin - number of points (z,c) in the profile

10 c(1), ... c(nin) - initial ammonium concentration (ug/ml)

11 z1, z2, ... znin - at depths zi (cm) 

12 nin - number of data points, (z,y) in the profile

13 y1, y2, ... ynin - initial nitrate concentrations (ug/ml)

14 z1, z2, ... znin - at depths zi (cm) 

15 nin - number of data points, (z,T) in the profile

16 T1, T2, ... Tnin - initial soil temperatures (°C)

17 z1, z2, ... znin - at depths zi (cm) 

example:

Each set of data consists of three lines. 1st line

is number of soil layers, 2nd line is soil depth 

and third line is the associated soil data.

The soil data in each of the 3rd lines are initial

values in this order: 

NH4-N concentration, NO3-N concentration, and

soil temperature.

2

0.d0 5000.d0

0.d0 0.d0 

2

0.d0 5000.d0

0.d0 0.d0 

4

0.d0 10.16d0 30.48d0 201.d0

3.33d0 6.42d0 9.00d0 15.d0

While the initial temperature profile information is included in this example, it is not read.  The initial temperature profile is taken from the first weather.dat input line and the first outday.dat mean soil temperature measurements at 10.16 and 30.48 cm.  The soil initial surface temperature is taken to be the average of the minimum and maximum air temperatures from the weather data, and the temperature at the bottom of the profile is taken from soils.dat.  The initial temperature profile is linearly interpreted from these values to the depth increments used in the model.  Other than that, this version does not calculate or model soil temperature.

Version Names

The POULIT program has gone through a large number of variations in this work.  Eventually, it became necessary to give it a new name every time a significant change was made to the code.  In the current series, a three-character identifier, such as "f4e", is added to the base name "bnm" (which in the distant past stood for "big new model") to produce the Fortran file name, such as bnmf4e.for.  This particular file name refers to a program that uses a variant of the Fletcher-Reeves search method to find the nearest minimum of an objective function in the space of the model hydraulic relation warp parameters.  The output files of this program are limited to the sequential search parameters and resulting objective function values.  Since it makes as many as 529 runs through a growing season of data, it simply takes too much time and file space to record daily values of sensor estimate for each run.  

When bnmf4e has found a minimum for the objective function, the next Fortran program, bnmf4f.for, does a single run using the ending parameters from bnmf4e.  Bnmf4f puts out daily modeled estimates of the measured field and calculates the probabilities that these estimates match the means of the sensor measurements taken at one depth in the profile.  

As of this writing, the version described in POULIT Flow Code is bnmf2v.for.  A list of brief descriptions of the changes from that version to bnmf4e and bnmf4f are as follows:

1. improved calculation of maximum time step, dt, in subroutine compute.

2. improved upper boundary condition.

3. set p(i) ( pmax + z(i) = 7.62 + z(i) after call to dgtsl, the tri-diagonal solver.

4. change limits on ck(i) and ch(i) in subroutine wpset.

5. change calculation of maximum time step to min(2, dtt).

6. changed th(i) calculation from van Genuchten relation to ln relation, including many associated changes.

7. change from DIRK2 time-stepping method to DIRK1.

8. removed enhancements to Jacobian in subroutine water, leaving simple Jacobian.

9. removed some unused variables from common storage spaces.

10. fixed error in counting time to the end of the day.

11. fixed error in calculating the water balance, wbal.

12. changed over- and under-relaxation calculations in subroutine water.

13. change soils.dat and sinit.dat input file formats.

14. change objective function calculations for variables sofp and soft.

15. linearly interpolate the mean 200 cm tensiometer field measurement between Julian days, and use it as the lower boundary condition.

16. take the initial soil profile conditions (temperature and soil water hydraulic pressure) from the first day of weather and field measurements read in from weather.dat and outday.dat.  

17. in the parameter searching version (bnmf4e.for) change from brute-force marching in two warping parameters to the Fletcher-Reeves-Polak-Ribiere minimization method (Press, et al., 1989), with a modified Brent/Golden-Section line search, allowing searching in more than two parameter dimensions.

18. change root distribution curve from simple exponential to fit of data in Beyrouty, et al. (1990).

19. set bottom of modeled soil column, zl, to 199 cm.

20. change outday.dat file format to include standard deviations of the mean field sensor readings.

21. assume that the field sensor readings are normally distributed for one type of sensor at one depth, and calculate the probabilities that the model matches the mean of the sensor readings for use in the objective functions.

22. make the potential ET model conform to the more recent Hargreaves (1994) model.

23. tried a separate "displacement pressure", bt(i), in the conductivity relation - found no apparent benefit and removed it.

24. changed the mass balance calculations in subroutine water and increased the mass balance tolerance from 1.56d-7 to 1.d-4.

25. changed code in function dkmh to avoid overflow errors.

26. fixed errors in lower boundary condition calculations, particularly in the lowest intergrid conductivity mean after switching to using the mean 200 cm tensiometer reading.

These changes are to be removed from this document when the POULIT Flow Code document is brought up to the current version.

Calibration Warping Factors

There are at least twelve possible calibration search parameters, atru, atrl, vnru, vnrl, scru, scrl, bcru, bcrl, thsru, thsrl, gkr, and etr, that can be used.  The ones ending in "u" and "l" refer to the warping parameters for the upper and lower ends of the profile, as in equations [1] and [2].  Let the warping factors, thsr, atr, vnr, scr, and bcr be defined as in Fortran statements [7] to [11], where z(i) is the depth (cm) in the soil column at index, i, with z(0) = 0 cm, and zl is the depth of the soil column (cm).  

[7] thsr = thsru + (thsrl - thsru)*z(i)/zl

[8] atr = atru + (atrl - atru)*z(i)/zl

[9] vnr = vnru + (vnrl - vnru)*z(i)/zl

[10] scr = scrl + (scru - scrl)*((z(i)-zl)/zl)**2

[11] bcr = bcrl + (bcru - bcrl)*((z(i)-zl)/zl)**2

Then we can define the soil hydraulic property relations as: 
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 , where th(i) is the modeled water content (cm3/cm3) at depth index, i, ths(i) is the saturated water content (cm3/cm3) from lab measurements, linearly interpolated to z(i), vn(i) is a dimensionless curve-fitting parameter, p(i) is the soil water hydraulic pressure (cm), and at(i) is the "air entry" pressure (cm).
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, where ck(i) is the soil hydraulic conductivity (cm/hr), sc(i), is the soil saturated conductivity (cm/hr), and bc(i) is a dimensionless fitting parameter.
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 ,  where ch(i) is the first derivative of water content with pressure (1/cm).

For understanding of how the warping parameters work, equations [12], [13] and [14] are written as if they are applied at every calculation of th(i), ck(i) and ch(i), and as if the p(i) were always in the appropriate unsaturated range.  Instead, the variable arrays ths, vn, at, sc and bc are adjusted once at the beginning of the model run, as demonstrated in equation [2].  The ranges and limits applied to th(i), ck(i) and ch(i) can be found in subroutine wpset in bnmf4f.for.  

The daily potential evapotranspiration, pet(klm), where klm is the model day index, is calculated according to the Hargreave (1994) method at 36º latitude, with a sixth-order polynomial fit to daily radiation, rad, as demonstrated in the Fortran code in [15].  From that, actual transpiration rate, et(klm) (cm/h), is calculated as etr*pet(klm)/24.  The surface evaporation rate, sev (cm/h), is calculated as 0.0873*pet(klm)/24.  

   [15]  Fortran code for pet(klm):

         dy = dble(kdoy(klm))

         rad = (((((1.7069191d-15*dy-2.1376267d-12)*dy+1.8881841d-9)*dy

     +        -8.2591651d-7)*dy+1.1663003d-4)*dy+0.0024781819d0)*dy

     +        +0.66865672

         pet(klm) = 0.0023d0*rad*(tave+17.8d0)*dsqrt(tmax-tmin)

where dy is the floating point representation of kdoy (days), kdoy is the day of year, klm is the model day index, rad is the insolation in equivalent water depth (cm/d), pet is the resulting potential ET (cm), tave is the average daily temperature (ºC), tmax is the maximum daily temperature (ºC) and tmin is the minimum daily temperature (ºC).

It was found in the course of the calibration that if etr was used as a calibration parameter, then deficiencies in such things as the lower boundary condition would be made up in ET.  Specifically, it was found that unless the lower boundary condition were written as a restricted or no-flow condition, the model could not begin to reach calibration unless the ET was reduced to zero.  Since this is extremely non-physical, and since one cannot expect that the radiation formula developed from Hargreaves (1994) will account for cloudy days, etr was set to 0.85 and left there for much of them calibration trials. 

Note that the warping factors for sc(i) and bc(i) are written as quadratics with the flat part of the curve at the lower boundary condition.  It was found that unless this was done, even very small values for scrl and bcrl would not produce a significant restriction at the lower boundary condition with a linear warping equation.  The next value of sc(i) above the boundary was simply too high.  Using this type of warping functions for both sc(i) and bc(i) tends to emulate a fine-grained aquitard, perhaps rock.

The warping factors also affect root extraction, rx(i) (cm3/(cm3·h)). The upper drainage limit, udl(i) (cm3/cm3), is effectively calculated by [16].  Since this version does not actually use the residual saturation, thr(i), the upper the root stress, rst, is effectively calculated by [17].  The root extraction is then calculated by [18].  Note that ths(i), vn(i) and at(i) are written here as if they are the input parameters prior to warping.  It turns out that the calibration warping factor, gkr, has minimal effect on the calibration for this data for gkr > 1.  Like etr it can be grossly exaggerated to keep the transpiration unrealistically low to offset an inappropriate lower boundary condition.  In most cases it has been set to 1.  
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Objective Functions

Most search procedures for optimal parameters in a process or model attempt to maximize or minimize a set of objective and/or penalty functions.  In this case, bnmf4e.for, the main objective function, soft, is the sum of squares of the z-scores for the model pressures compared to the four mean field tensiometer readings, and the similar z-score for the gradient of soil water head between the 120 and 200 cm depths (called the ground water gradient).  This is modified by a set of penalty functions, summed in the variable sofp, and the overall mean probability, pmean, that the model results match the means of tensiometer readings and the ground water gradient [19].  The optimization version, bnmf4e.for, attempts to minimize f.
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The input file, outday.dat, is read in by subroutine nextmd as:

      read(1,*,end=89) myr, mdoy, (pm(i),spm(i), i=1,5), tm(1), stm(1),

     +    tm(2), stm(2), wm(1), swm(1), wm(2), swm(2), gwg, sgwg

      nmd = nmd + 1

      return

where myr is the measurement year, mdoy is the measurement day, pm(i) (cm) is the mean of tensiometer readings at z = 30, 60, 90, 120 and 200 cm depth in the profile for i = 1 to 5, spm(i) (cm) is the standard deviation of the readings so averaged, tm(i) (ºC) is the mean soil temperature at 10.16 and 30.48 cm, stm(i) (ºC) are the associated standard deviations, wm(i) (cm3/cm3) is the mean calibrated soil "water content" sensor reading at 10.16 and 30.48 cm, swm(i) (ºC) is the associated standard deviation, gwg (cm/cm) is the mean ground water gradient, and sgwg (cm/cm) is the associated standard deviation.  

At the end of every day for which there is such a measurement set, the model interpolates values of its related variables to the appropriate depths.  Those estimates, respectively, are pe(i = 1 to 5), te(1), te(2), we(1) and we(2).  The estimated ground water gradient is calculated a bit differently in [20] and then corrected as needed.  In this case the z-scores, zf(i), are calculated only for the soil water pressures [21] and the ground water gradient [22].  If any of the associated standard deviations are less than or equal to zero, that zf(i) is set to minus one.  The objective function, soft [23], is the sum of squares of all of the valid zf(i) calculated in the model run.

[20] gweg = pe(4) - pe(5) + 80.d0

[21] zf(i) = dabs((pe(i)-pm(i))/spm(i)) ,  i = 1 to 4

[22] zf(5) = dabs((gweg/80.d0-gwg)/sgwg)
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 ,  where nmd = number of measurement days, and zf(i) ( 0.

If zf(i) ( 0 then the two-tailed normal probability, zpr(i), that the model estimate matches the measurement mean is calculated to one part in 2.5(10-4) by approximation 25.2.18 [24] in Abramowitz and Stegun (1970).  At the end of the model run, maez is the mean absolute sum of all the valid zf(i) values calculated in the model, and pmean is the mean of all the valid zpr(i) values calculated in the model.  The objective function variable, soft, is the sum of squares of all of the valid zf(i) values calculated in the model.  Non-valid values are those tagged as missing by a standard deviation of less than zero in outday.dat, and not used in the calculations.
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 ¸ where zz = zf(i), c1 = 0.196854, c2 = 0.115194, c3 = 0.344(10-3) and c4 = 0.019527.

There is also a penalty function, sofp.  As the following listing demonstrates, if the measured and estimated flows to ground water, as determined by the 120 and 200 cm tensiometer measurements and estimates, are in opposing directions, a quadratic penalty is added to sofp.  If the water balance, wbal (cm), at the end of the day is greater than 0.01 cm, then a quadratic penalty is added to sofp.  These penalties are intended to drive the model away from regimes where it cannot maintain the water balance or the direction of flow to the ground water.

         if (gwg*gweg .lt. 0.d0) then

            sofp = sofp + 0.01d0*(80.d0*gwg+gweg)**2

         end if

         if (dabs(wbal) .gt. 0.01d0) then

            sofp = sofp + 1.d+4*(dabs(wbal)-0.01d0)**2

         end if

Sometimes at the end of a model run, the model has failed to finish the full run.  This can happen when the model has gone unstable, or failed to converge to a solution on just one time step, or the outday.dat file is empty for some reason, or the model takes more than 1000 time steps in one day, a symptom of poor performance, or the tridiagonal solver fails, or the time step, dt, gets reduced to 10-10 (the symptom of failure to converge).  In such a case, then soft is linearly extrapolated to the correct number of model days and a severe quadratic penalty is added to sofp.  If the model failed even to reach a measurement day in outday.dat, soft is set to 109 and pmean is set to zero.  Then overall objective function, f in [19], is calculated.  In this way the objective function is used to drive the model away from regimes where if fails to complete.

Some Model and Field Data Time Resolution Issues

The model, the field data and the weather data all operate on different resolutions in time.  The model time resolution is variable, extending from six-hour time steps down to fractions of a second, depending on the need for keeping mass relative balance residuals below the tolerance (10-4 in most of these cases).  The weather data was taken at about 0800 hrs every day as the minimum and maximum temperature and cumulative rainfall of the previous 24 hours.  For convenience, and since there is no time or intensity information for the rain, the model assumes that the rain measured at 0800 falls all at once at 0000 hrs of that day.  The field data at the experimental site was taken every few days, at about mid-morning.  The model shifts the field data measurements to the end of the day, to use in comparisons to model estimates.  

Figure 11 shows the model estimates of soil water hydraulic pressure at 30 to 200 cm at every model time step, as well as the rain values, shown at the beginning of each day.  The day-of-year ticks on the bottom of the chart denote the beginning of each day.  Here, the model runs from the beginning of day 212 of 1991 to the end of day 228.  The model warping factors used are: atru = atrl = vnru = vnrl = scru = bcru = gkr = 1, scrl = bcrl = 10-4, and etr = 0.85.  These are hot days and the ET is high.  Notice that the 30 cm pressure rises sharply at each significant rain by 100 cm or more, and quickly begins to decline.  The pressures lower down in the soil column rise slightly slower and later, and have successively broader peaks.  But the 200 cm pressure does not because it is being used for the lower boundary condition.  Figure 12 shows similar plots for model volumetric water content (cm3/cm3) estimates at 10.16 and 30.48 cm depths.
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Figure 11: Model estimated soil water pressures (cm) at 30 to 200 cm, with daily rain (cm)
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Figure 12: Model soil volumetric water content (cm3/cm3) estimates for 10.16 and 30.48 cm depths, with rain (cm).
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Figure 13: Model water pressure (cm) estimates for 30 cm depth for each time step in red, with green dots showing the end-of-day values extracted for comparison with field measurements.

Figure 13 shows how the model's 30 cm pressure data would be extracted at the end of measurement days for comparison to field data.  The red line is the model output from Figure 11.  The green dots are the end-of-day values for days of the year 213, 218, 220, 227 and 228, on days when field data were taken.  It is apparent that simply shifting the time at which the data is taken from the model output to compare to field data could produce a somewhat different data set.  But we have no information on exactly when the rains fell or at what length or intensity.  That too, could make a large difference in the results.  Nor is there any information on clouds or insolation, which could also make a large difference for individual days.  

In information theory, Shannon's theorem states that one must take at least two samples per cycle to resolve any particular frequency component of a time series signal.  That means that the weather data cannot resolve frequency components with periods shorter than two days, and the field data cannot resolve components with periods shorter than most of a week. The tensiometer readings have a highly noisy nature.  And they are too sparse to resolve the effects of individual rainfalls to the time resolution scale of the model.  

The shift of the field measurements to the end of each day for model comparisons may be debatable.  But without finer, more reliable time resolution in the field measurements and more complete measurements, there is no practical way to determine the effect.  This style of field experiment seems to require that an entire year's data be used to calibrate a model.  This in turn forces a large computational burden on the calibration process.

It would seem that the only real solution to these issues is to take better field and weather measurements.  Note for conclusions - it might take less computational effort to calibrate to more highly instrumented, accurate and intense field experiments, say in trenches, conducted over much shorter intervals at several times during the year.

Calibration Results

At first, a lot of effort was put into a combination of hand and computer searching for warping factors.  Only one warping factor per parameter was used: atr, vnr, scr, bcr, etr and gkr. At this point the lower boundary condition was still considered to be a water table at 50 m, with homogeneous properties below the upper main extent of the modeled soil column.  The hydraulic conductivity the 49 m long lower grid cell was taken to be the hydraulic conductivity of the next grid point above. The computer would be set up for a marching search in two parameters (2-D), and the results in objective functions would be plotted.  The first objective functions were not the ones presented here; the change from sums of absolute differences between the model and field measurement values to z-scores and probabilities came later.

This was changed to use the 200 cm tensiometer reading as the lower boundary condition.  In test runs over less than two weeks of field data, the model with a fixed water table simply could not change as fast at the means of the field tensiometer readings. Using the tensiometer mean from the lowest level would at least ensure that the bottom of the model soil column would at least track the field data.  At some point it was noted that the model could match the tensiometer means much better if ET was set to zero.  It was not until later that the significance of that fact was realized.

Eventually, it became apparent that the model still could not match the slew rates of the means of the tensiometer readings.  That means that it could not move as fast, in cm of pressure per day, as the tensiometer readings, and that the higher frequency components of the soil water pressure time series in the model were being suppressed.  Also, it was very difficult to get the model estimates of tensiometer readings to track the means of the tensiometer readings.  The model estimates were generally much lower, especially in the summer of 1990, and often out of phase in the fall.

So linear parameter warping equation were introduced, with separate upper and lower boundary condition factors, such as atru and atrl for atr.  The first productive result of this was the realization of why the model would not begin to follow the field measurements unless the ET was set to zero. The overall model performance got better when the warping factor for saturated conductivity at the bottom of the soil column, scrl, was set to 0.001.  Water could only leave the 1-D modeled soil column from the top through ET or the bottom through flow to the groundwater. So if ET had to be shut off, then too much was flowing out the bottom.  

It also became necessary to change the hydraulic conductivity relation warping factor equations, for scrl, scru, bcrl and bcru, to quadratic, with the first derivative set to zero a the bottom.  A linear warping equation still let too much water through the bottom boundary, even with scrl set to 0.001.  This choice of warping equation assured that conductivity at the bottom of the column would pinch off.  Speculation is that there is a rock boundary at the bottom, but no geologic information is available as yet to confirm it.

The use of parameter warping equations with two factors, instead of simple warping factors, meant that the computational burden nearly doubled.  Three optimization search methods, Powell's conjugate direction method, the Fletcher-Reeves-Polak-Ribiere (FRPR) method and the BFGS variant of the Davidon-Fletcher-Powell method, from Numerical Recipes (Press, et al., 1989) were tested against a hyperbolic valley [25].  The FRPR method produced the least number of evaluations of [25] when started from a variety of initial conditions, (x1, x2), and was chosen for subsequent searches.  It uses a modified Brent's method (Press, et al., 1989) for the line search.

[25] 
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The previous 2-D searches, with step factors of 1.1 to 1.5 in the warping parameters, produced 3-D plots of the objective functions that appeared to be smooth and mostly free of local minima.  Unfortunately, this turned out not to be the case when the FRPR method was used.  The search seemed to proceed directly to a local minimum in about two line searches and remain there.  It was possible to partly overcome this problem by using much larger starting step sizes in the new line searches, so as to "step out" of the local minimum.  But the problem persists.  

It also seems to be true that there are too many warping parameters for the number of field variables measured.  Since the 200 cm tensiometer mean is used as the lower boundary condition, that leaves only the 30, 60, 90 and 120 cm tensiometer means to use in generating the objective functions.  The "water content" resistive sensor means were not used.  

It is not clear how many parameters an objective function based on four aggregate sensor readings can resolve.  The linear system concepts of observability and controlability are difficult if not impossible to apply in this kind of work.  But it seems that there must be some point of diminishing returns, where adding more calibration parameters only adds to the number of local minima produced by the objective function.  So in the last calibration runs, the relations, atru = atrl, vnru = vnrl, scrl = bcrl, thsru = thsrl = 1, gkr = 1 and etr = 0.85, were used.  This leaves atru, vnru, scru, bcru and scrl as independent calibration parameters.  

1. Calibration A: Results with Five Independent Parameters and Five Objective Function Measurements on 1991 Data

Earlier calibration runs on 1991 data, with atru, atrl, vnru, vnrl, scru, scrl, bcru, and bcrl as independent search parameters (thsr = gkr = 1, etr = 0.85) produced a "best optimum" of atru = 0.793521, atrl = 0.922296, vnru = 4.51600, vnrl = 3.68293, scru = 0.931379, scrl = 0.988129e-4, bcru = 4.52845 and bcrl = 0.100001e-3, with f = 4223.43, soft = 4869.92, sofp = 385.36, pmean = 0.196345 and maez = 2.5474.  From this, the more limited search with five independent variables was initiated with atru = atrl = 0.86, vnru = vnrl = 4.1, scru = 0.9, bcru = 4.5, and scrl = bcrl = 10‑4, using program bnmf4e.for.  The objective function, f, is as described in equations [19] to [23] and the associated text.

It failed to complete, dying on a "float overflow".  This was common on the DEC Alpha workstation running DEC Visual Fortran (DVF) 5.0d under Windows NT; the DVF debugger could not find the line of source code for a number of runtime errors, making the program very difficult to fix.  In many cases, the "best point" found before the program died had to be accepted.  As the warping factors deviated more from the value of one, the likelihood that the program would fail this way, on some unknown instability, became much greater. 

The best point found in this search was: atru = 0.852685, vnru = 5.04295, scru = 0.935754, bcru = 4.25475 and scrl = 0.990963e-4.  These parameters were then used in the single-run program, bnmf4f, as atru = 0.853, vnru = 5.043, scru = 0.9358, bcru = 4.2548 and scrl = 0.991e-4, to produce f = 3532.47, soft = 4262.31, sofp = 405.80, pmean = 0.221853 and maez = 2.35618.  This means that the probability was about 0.22 that the model correctly matched the means of the tensiometer readings, and the mean of the hydraulic gradients between the tensiometer sensors at 120 and 200 cm.  It is entirely possible that with better software and equipment, and a more robust and comprehensive approach, such as simulated annealing, a better calibration could have been found.  

Figures 14a and 15a show the soil saturation relation, () (cm3/cm3) (variable th(i) in the model) with depth, z (cm), and the soil hydraulic conductivity relation, K() (cm/h) (variable ck(i) in the model) with depth, z (cm), using the parameters derived from the field and laboratory measurements.  Figures 14b and 15b show the same relations with the parameters above, generated from the model optimization search.  The depth of the relation in the soil column, z (cm), is on the lower right axis.  Notice how quickly () drops to zero in Figure 14b, because of the factor of 5.043 increase in the vn(i) parameter array.  There is a ripple on the surface plot in the  = 0 area only because the plotting software could not follow the true surface easily here.






Figure 14a: (z,) for parameters derived from field and laboratory measurements
Figure 14b: (z,) for parameters derived from model optimization

Notice in Figure 15b, how the usage of scrl = bcrl = 0.991 (10-4) causes the conductivity curve to become small and flat near the lower boundary condition.  If this were entirely due to physical properties of the porous medium, instead of a modeling decision, it would model something like a very fine-pored restrictive rock layer.






Figure 15a: (z,) for parameters derived from field and laboratory measurements
Figure 15b: (z,) for parameters derived from model optimization

Figures 16a-e show the soil water hydraulic pressures versus time for this fit and the 1991 data.  The heavy blue lines show the means of the tensiometers at each depth, 30 to 200 cm, and the thin purple line shows the model output at the same depth.  At the 200 cm depth, the tensiometer mean is actually used at 201 cm for the lower boundary condition in the model, with the next grid point up at 199 cm, while the model estimate is taken at 200 cm.  

Since the model soil hydraulic conductivity at that depth is quite low, this 1 cm discrepancy can produce a significant difference between the model and the sensor mean.  This may have some effect on Figure 16f, the comparison of the soil water hydraulic gradient between 120 and 200 cm.  Here the heavy aqua line is the sensor-derived gradient mean, and the thin brown line is the model estimate.  Since the z-axis was chosen to be downwards from the soil surface, positive gradients mean flow to the ground water, and negative gradients from the ground water.  Since the changes in these two lines often seem out of phase, and the changes in Figure 16e are not, it is hard to see how the 1 cm discrepancy could have made a large difference compared to other errors.
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Figure 16a: Soil water hydraulic pressure (cm) at 30 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 16b: Soil water hydraulic pressure (cm) at 60 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 16c: Soil water hydraulic pressure (cm) at 90 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 16d: Soil water hydraulic pressure (cm) at 120 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 16e: Soil water hydraulic pressure (cm) at 200 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 16f: Hydraulic gradient (cm/cm) between 120 and 200 cm for the mean of field measurements (heavy aqua line) and model (thin brown line),

Figures 17a-b show the resistive water content (cm3/cm3) sensor means that were not used in the objective functions (thick green line), compared to the model outputs (thin aqua lines).  Recall the  = 0 area in Figure 14b.  This accounts for the reduction of the model outputs to zero water content in these plots.  Look again at Figure 16a. If the noise in the sensors at one depth were completely uncorrelated among the sensors, then one might expect the tensiometer mean not to slew so rapidly to rather large extremes.  Both the field tensiometer mean and the model output at 30 cm show rapid swings in pressure.  This suggests a bistable or astable nature to the physical situation and the model, perhaps produced by nonlinearities in the math and/or physics in a heterogeneous porous medium, that can occur without resorting to hysteresis.  Confirmation of this speculation has not been pursued at this time.
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Figure 17a: Water content (cm3/cm3) at 10.16 cm for the mean of the field measurements (heavy green line) and the model (thin aqua line).
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Figure 17b: Water content (cm3/cm3) at 30.48 cm for the mean of the field measurements (heavy green line) and the model (thin aqua line).

Figure 18 shows the probabilities that the model output matches the tensiometer means and the mean of the hydraulic gradient from 120 to 200 cm, as calculated by equations [3], [4], [5] and approximation 25.2.18 in Abramowitz and Stegun (1970).  The overall probability, pmean, is the simple average of all of these probabilities over time.  As noted before, for this run pmean = 0.2219.  We can see that the model does very poorly in the wet spring, forecasting even higher pressures than the tensiometers measured.  It seems to gain in favorable probability in the summer mainly by producing a yearly trend cycle that passes through the more variable swings in the tensiometer means.
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Figure 18: Probability that the model matches the field measurement means for 30 to 120 cm tensiometer pressures and the hydraulic gradient between 120 and 200 cm.  

The program, input and output files for this data set are compressed into the file caliba.zip.

2. Validation A: Results with Calibration A 1991 optimization parameters on 1990 data

It was not possible, due to model instabilities that could not be resolved with the DVF 5.0d debugger, to produce a calibration on the 1990 data.  But the calibration parameters for the 1991 data were applied to the 1990 data to attempt a validation run.  Using the same objective and penalty functions, pmean dropped to 0.1119 (Figure 21).  The program, input and output files for this set are compressed into file valida.zip.

Figures 19a-e show the tensiometer means and model outputs for 30, 60, 90, 120 and 200 cm, respectively.  Again, both the model and the tensiometer mean show rapid swings in pressure at 30 cm.  Figure 19f shows the hydraulic gradient mean between 120 and 200 cm compared to the model output. Figures 20a-b show the resistive water content sensor means for the 10.16 and 30.48 cm depths, versus the model outputs.  There is a missing value in the sensor means on day 162.
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Figure 19a: Soil water hydraulic pressure (cm) at 30 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 19b: Soil water hydraulic pressure (cm) at 60 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 19c: Soil water hydraulic pressure (cm) at 90 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 19d: Soil water hydraulic pressure (cm) at 120 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 19e: Soil water hydraulic pressure (cm) at 200 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 19f: Hydraulic gradient (cm/cm) between 120 and 200 cm for the mean of field measurements (heavy aqua line) and model (thin brown line),
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Figure 20a: Water content (cm3/cm3) at 10.16 cm for the mean of the field measurements (heavy green line) and the model (thin aqua line).
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Figure 20b: Water content (cm3/cm3) at 30.48 cm for the mean of the field measurements (heavy green line) and the model (thin aqua line).
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Figure 21: Probability that the model matches the field measurement means for 30 to 120 cm tensiometer pressures and the hydraulic gradient between 120 and 200 cm.

3. Calibration B: Results with Five Independent Optimization Parameters and Seven Objective Function Measurements on 1991 Data

At this point it became apparent that the prejudice against the resistive "water content" sensors might be unwarranted.  When connected together in a relay array in a separate field experiment, they had failed due to ground currents between the sensors, which are unshielded and use a common wire between the resistance and thermistor sensors.  This induced a reluctance to use them in this analysis.  But, however suspect their calibrations and use might have been, they were at least providing measurements with much lower standard deviations (Figures 6h-i and 7h-i) than the tensiometers (Figures 6a-e, 7a-e).  In this field experiment, they were not connected together in an array, and were measured manually, one at a time, with an individual resistance meter, removing the possibility of ground currents.  Forcing the model to follow them with objective and penalty functions in the calibration process might at least avoid the predictions of zero water content shown in Figures 17 and 20.  

Not only did their inclusion in the calibration process keep the model from gravitating towards operating regimes that produced zero water contents in the top 30 cm of the soil column, it virtually eliminated the unknown floating point run time errors on the DEC Alpha workstation.  The problem of stopping on the first local minimum in about two line searches also disappeared. The calibration process now takes much longer to finish, but also travels much farther from the initial parameter estimates before it quits. 

Recall that the water content sensor calibration equations are used before any other calculations are made with those sensors, producing the water content field measurement means, wm(1) ([6a] for 10.16 cm) and wm(2) ([6b] for 30.48 cm), in the model, as well as the associated standard deviations, swm(1) and swm(2).  On measurement days the model extrapolates water content at the end of the day into the related variables, we(1) and we(2).  It then calculates the associated z-scores [26], adds their squares (for valid results) to soft, and calculates the associated model success probabilities [24].

[26] zf(i+5) = dabs((we(i)-wm(i))/swm(i)) ,  i = 1, 2 

Penalties are also added to sofp when warranted.  In the case where zf(i+5) > 1, zf(i+5) is both valid and demonstrates a significant departure of we(i) from wm(i).  If we(i) ( 0 in that case, then the model estimate has likely failed to stay within a reasonable distance of the measured value.  Then, a large quadratic penalty is added to sofp:

         do i = 1, 2

            if ((zf(i+5) .gt. 1.d0) .and. (we(i) .le. 0.d0)) then

               sofp = sofp + 1.d+4*dabs(wm(i))**2

            end if

         end do

This calibration uses five independent optimization parameters, atr, vnr, scru, scrl and bcru, with atru = atrl = atr, vnru = vnrl = vnr, bcrl = scrl, thsru = thsrl = gkr = 1 and etr = 0.85.  The seven objective function measures are based on soil hydraulic water pressure at 30, 60, 90 and 120 cm, the hydraulic gradient from 120 to 200 cm, and the water contents at 10.16 and 30.48 cm.  The starting parameter estimates are atr = vnr = scru = bcru = 1 and scrl = 10-4.  A new program, bnmf4h, with the new objective and penalty function improvements is used to do the optimization search.  The calibration process reached a conclusion after six line searches, with atr = 1.98674, vnr = 2.49539, scru = 0.354137, bcru = 2.36222, scrl = 0.708384(10-4).  A new single-run program, bnmf4i.for, is used to generate the time series data.  The parameter values, atr = 1.987, vnr = 2.495, scru = 0.3541, scrl = 0.7084e-4 and bcru = 2.362, produced the results, f = 36,635.83, pmean = 0.165088, soft = 43,244.80, sofp = 635.06, run time = 15.156 s and maez = 5.09051.

All of the program, input and output files are compressed into file calibb.zip.

4. Validation B: Results with Calibration B Optimization Parameters and Seven Objective Function Measurements on 1990 Data

All of the program, input and output files for this validation are compressed into file validb.zip. The parameter values, atr = 1.987, vnr = 2.495, scru = 0.3541, scrl = 0.7084e-4 and bcru = 2.362, produced the results, f = 39,236.39, pmean = 0.081683, soft = 40,999.55, sofp = 1707.57, run time = 17.149 s and maez = 6.23639.

5. Calibration C: Results with Five Independent Optimization Parameters and Seven Objective Function Measurements on 1990 Data

Now, with the same starting values as before, atr = vnr = scru = bcru = 1 and scrl = 10-4, the optimization program, bnmf4h.for, produced the calibration values, atr = 0.575065, vnr = 1.91391, scru = 0.354644, scrl = 0.524429e-4 and bcru = 1.91173.  The single-run program, bnmf4i.for, using atr = 0.575, vnr = 1.914, scru = 0.355, scrl = 0.524e-4 and bcru = 1.912 produced the results, f = 24.507.84, pmean = 0.101697, soft = 25,990.79, sofp = 1273.36, run time = 25.109 s and maez = 5.19852.  The program, input and output files are compressed into file, calibc.zip.

6. Validation C: Results with Calibration C Optimization Parameters and Seven Objective Function Measurements on 1991 Data

All of the program, input and output files for this validation are compressed into file validc.zip. The parameter values, atr = 0.575, vnr = 1.914, scru = 0.355, scrl = 0.524e-4 and bcru = 1.912, produced the results, f = 44,696.89, pmean = 0.113690, soft = 47,754.36, sofp = 2675.95, run time = 18.015 s and maez = 5.97238.

7. Comparison of B and C Results

Table 1 shows the comparison of the B and C results with values of pmean, the average probability that the model matches the field measurements.  Here, the calibration done on 1990 data is validated on 1991 data, and vice versa.  This shows that calibration apparently works better than validation, and that the 1991 data works slightly better than 1990 data.

Table 1: Comparison of B and C results by the mean probability of model success, pmean

pmean
1990
1991
sums

Calibration
0.102
0.165
0.267

Validation
0.114
0.082
0.196

sums
0.216
0.247
0.463

8. Calibration D: Results with Eight Independent Optimization Parameters and Seven Objective Function Measurements on 1990 Data

This approach uses eight independent calibration parameters, atru, atrl, vnru, vnrl, scru, scrl, bcru and bcrl, with thsrl = thsru = gkr = 1 and etr = 0.85.  It uses Calibration C as a filter to restrict the initial estimates to atru = atrl = 0.575, vnru = 1.914, scru = 0.355, bcru = 1.912 and scrl = bcrl = 0.524e-4.  The final results, using bnmf4h.for, are atru = 0.491490, atrl = 0.212670, vnru = 1.46702, vnrl = 2.91995, scru = 0.579022, scrl = 0.452809e-4, bcru = 1.717744 and bcrl = 0.524002e-4.  Using bnmf4i.for, with atru = 0.4915, atrl = 0.2127, vnru = 1.4670, vnrl = 2.9200, scru = 0.5790, scrl = 0.4528e-4, bcru = 1.7177 and bcrl = 0.5240e-4, produces f = 19,277.34, pmean = 0.140855, an improvement, soft = 21,756.36, sofp = 681.45, run time = 27.765 and maez = 4.47175.  The program, input and output files are compressed into file calibd.zip.

9. Validation D: Results with Calibration D Optimization Parameters and Seven Objective Function Measurements on 1991 Data

All of the program, input and output files for this validation are compressed into file validd.zip. Using bnmf4i.for, the parameter values, atru = 0.4915, atrl = 0.2127, vnru = 1.4670, vnrl = 2.9200, scru = 0.5790, scrl = 0.4528e-4, bcru = 1.7177 and bcrl = 0.5240e-4, produced the results, f = 30,257.77, pmean = 0.166007, soft = 35,222.00, sofp = 1058.59, run time = 21.109 s and maez = 4.65027.

10. Calibration E: Results with Eight Independent Optimization Parameters and Seven Objective Function Measurements on 1991 Data

This approach uses eight independent calibration parameters, atru, atrl, vnru, vnrl, scru, scrl, bcru and bcrl, with thsrl = thsru = gkr = 1 and etr = 0.85.  It uses Calibration B as a filter to restrict the initial estimates to atru = atrl = 1.9867, vnru = 2.4954, scru = 0.3541, bcru = 2.3622 and scrl = bcrl = 0.7084e-4.  The final results, using bnmf4h.for, are atru = 0.130040, atrl = 4.59470, vnru = 1.24580, vnrl = 5.38021, scru = 0.289253, scrl = 0.501559-4, bcru = 1.20980 and bcrl = 0.708089e-4.  Using bnmf4i.for, with atru = 0.1300, atrl = 4.5947, vnru = 1.2458, vnrl = 5.3802, scru = 0.2893, scrl = 0.5016e-4, bcru = 1.2098 and bcrl = 0.7081e-4, produces f = 24,513.11, pmean = 0.208989, an improvement, soft = 30,573.44, sofp = 416.14, run time = 21.633 s and maez = 3.66087.  The program, input and output files are compressed into file calibe.zip.

11. Validation E: Results with Calibration E Optimization Parameters and Seven Objective Function Measurements on 1990 Data

All of the program, input and output files for this validation are compressed into file valide.zip. Using bnmf4i.for, the parameter values, atru = 0.1300, atrl = 4.5947, vnru = 1.2458, vnrl = 5.3802, scru = 0.2893, scrl = 0.5016e-4, bcru = 1.2098 and bcrl = 0.7081e-4, produced the results, f = 31,656.76, pmean = 0.068734, soft = 32,507.85, sofp = 1485.41, run time = 28.109 s and maez = 5.93553.

12. Comparison of D and E Results

Table 2 shows the comparison of the D and E results with values of pmean, the average probability that the model matches the field measurements.  Here, the calibration done on 1990 data is validated on 1991 data, and vice versa.  This shows that calibration apparently works better than validation, and that the 1990 data works slightly better than 1991 data.  It is hard to tell with such limited results, but it may be that calibrating on 1990 data works better than calibrating on 1991 data in this case because the 1990 data had a wider dynamic range.

Table 2: Comparison of B and C results by the mean probability of model success, pmean

pmean
1990
1991
sums

Calibration
0.141
0.209
0.350

Validation
0.166
0.069
0.235

sums
0.307
0.278
0.585

13. Plots of 1990 Calibration D Results

Based on Table 2, we pick the Calibration D results as the best overall fit of the model to the field data, and thus plot the Calibration D and Validation D results.  Figures 22a-b show the (z,) and (z,) surface plots for this calibration, for comparison to Figures 14 and 15.  In this case, the (z,) plot extends farther out in the matric suction range (-P cm) before cutting off at zero  and thus zero K.  This helps to keep the water content above zero in the model profile.
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Figure 22a: (z,) for parameters derived from model optimization
Figure 22b: (z,) for parameters derived from model optimization

Figures 23a-h show the time series plots of the field measured and model variables for 1990 data respectively for 30, 60, 90, 120 and 200 cm tensiometer readings, the hydraulic gradient between the 120 and 200 cm tensiometers, and the water contents at 10.16 and 30.48 cm down from the soil surface.  Compared to Figures 19a-b, the 30 and 60 cm modeled pressures show less oscillation and a closer fit to the field measurements, especially in the wetter parts of the year.  In contrast the 90, 120 and 200 cm modeled pressures show higher values than in Figures 19c-e.  The gradient towards the groundwater shows higher values than in Figure 19f.  But the water content estimates in Figures 23g-h show much closer agreement to field measurements than in Figures 20a-b.  The probabilities of model success between Figures 19-20 and 23a-h are not comparable because the earlier fits did not include the water content probabilities.  
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Figure 23a: Soil water hydraulic pressure (cm) at 30 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 23b: Soil water hydraulic pressure (cm) at 60 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 23c: Soil water hydraulic pressure (cm) at 90 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 23d: Soil water hydraulic pressure (cm) at 120 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 23e: Soil water hydraulic pressure (cm) at 200 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 23f: Hydraulic gradient (cm/cm) between 120 and 200 cm for the mean of field measurements (heavy aqua line) and model (thin brown line),
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Figure 23g: Water content (cm3/cm3) at 10.16 cm for the mean of the field measurements (heavy green line) and the model (thin aqua line).
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Figure 23h: Water content (cm3/cm3) at 30.48 cm for the mean of the field measurements (heavy green line) and the model (thin aqua line).

14. Plots of Validation D Results on 1991 Data

Figures 24a-h show the time series plots of the field measured and model variables for 1991 data respectively for 30, 60, 90, 120 and 200 cm tensiometer readings, the hydraulic gradient between the 120 and 200 cm tensiometers, and the water contents at 10.16 and 30.48 cm down from the soil surface.  The results compare to Figures 16a-f and 17a-b are again mixed.  Nor are the model probabilities of success comparable because those calculated for Figures 16 and 17 did not include the water content probabilities.  But the new results are also less oscillatory in the 30 cm pressures and much closer in the water contents than the earlier calibration fit.
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Figure 24a: Soil water hydraulic pressure (cm) at 30 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 24b: Soil water hydraulic pressure (cm) at 60 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 24c: Soil water hydraulic pressure (cm) at 90 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 24d: Soil water hydraulic pressure (cm) at 120 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 24e: Soil water hydraulic pressure (cm) at 200 cm for mean of tensiometer readings (heavy blue line) and model output (thin purple line)
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Figure 24f: Hydraulic gradient (cm/cm) between 120 and 200 cm for the mean of field measurements (heavy aqua line) and model (thin brown line),
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Figure 24g: Water content (cm3/cm3) at 10.16 cm for the mean of the field measurements (heavy green line) and the model (thin aqua line).
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Figure 24h: Water content (cm3/cm3) at 30.48 cm for the mean of the field measurements (heavy green line) and the model (thin aqua line).

15. A Final Comparison of Field, Lab and Calibration Data at 30 cm.

Figures 25a-b show the 1990 and 1991 field data means of water content sensors (cm3/cm3) versus tensiometer matric suction (cm) at 30 cm, compared to the lab (Figure 14a) and model calibration (Figure 22a) fits of () (or th(-p) in  model variables) at 31 cm.  The field sensor means of () at 30 cm are the green diamonds.  The lab fit of () at 31 cm are the blue curves and the model calibration fit of () at 31 cm are the purple curves.  

Several things are apparent.  The field data has considerable scatter, and the data for 1991 has much less dynamic range than the 1990 data.  Because of the scatter and limited dynamic range in both data sets, there is not much hope of determining from this data whether a van Genuchten or Brooks-Corey relation would have more appropriate than the natural-log relation that was used.  While the calibration curve (at 1 cm lower in the profile) does not fit the field data as well as one might hope, it still fits much better than the lab-derived curve.  It is likely that including the water content sensors in this calibration caused the purple line to gravitate towards the field data.
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Figure 25a: Fit of lab-derived (blue) and model calibration (purple) curves of () at 31 cm to field sensor means of () at 30 cm for 1990 data.
Figure 25b: Fit of lab-derived (blue) and model calibration (purple) curves of () at 31 cm to field sensor means of () at 30 cm for 1991 data.

Conclusions

While the calibration of this model did not proceed as quickly and decisively as one might have hoped, it does seem appropriate to the data and computing facilities available for this analysis.  
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